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ABSTRACT Ear detection represents one of the key components of contemporary ear recognition
systems. While significant progress has been made in the area of ear detection over recent years, most
of the improvements are direct results of advances in the field of visual object detection. Only a limited
number of techniques presented in the literature are domain–specific and designed explicitly with ear
detection in mind. In this paper, we aim to address this gap and present a novel detection approach that does
not rely only on general ear (object) appearance, but also exploits contextual information, i.e., face–part
locations, to ensure accurate and robust ear detection with images captured in a wide variety of imaging
conditions. The proposed approach is based on a Context–aware Ear Detection Network (ContexedNet) and
poses ear detection as a semantic image segmentation problem. ContexedNet consists of two processing
paths: i) a context–provider that extracts probability maps corresponding to the locations of facial parts
from the input image, and ii) a dedicated ear segmentation model that integrates the computed probability
maps into a context–aware segmentation-based ear detection procedure. ContexedNet is evaluated in
rigorous experiments on the AWE and UBEAR datasets and shown to ensure competitive performance
when evaluated against state–of–the–art ear detection models from the literature. Additionally, because the
proposed contextualization is model agnostic, it can also be utilized with other ear detection techniques
to improve performance.

INDEX TERMS ear detection, ear biometrics, biometrics, deep learning

I. INTRODUCTION

Ear detection is a crucial component and typically the first
step in modern ear recognition systems. Poorly designed
ear detection models adversely affect the performance of
all downstream tasks of the recognition system, including
normalization procedures, feature extraction techniques and
classification approaches. Designing efficient and robust ear
detection techniques is, therefore, critical for the overall
performance of biometric ear recognition systems, as also
emphasized by visible research in this area [1]–[4].

Recent work on ear detection focuses mainly on deep
learning models and in particular on convolutional neural
networks (CNNs). At the coarsest level this work can be par-
titioned into two main groups: i) detection techniques [5]–
[7] and ii) segmentation approaches [1], [8]. Detection
techniques build on advances in the area of visual object

detection and include techniques designed around recent
detection frameworks, such as region proposal CNNs (R-
CNNs) [9], [10], masked region proposals CNNs (Masked
R-CNNs) [11] and related models [12]–[14]. Segmentation-
based methods, on the other hand, approach ear detection as
a segmentation problem and exploit advances made in the
area of semantic image segmentation [15]–[17]. Both detec-
tion and segmentation–based solutions have been shown to
ensure competitive performance for ear detection on a wide
variety of datasets and imaging conditions [1], [6], [7]. How-
ever, most of the techniques presented in the literature so far
are generic and not designed specifically for ear detection. In
other words, existing models exploit visual ear appearances
for the detections/segmentation procedure, but treat ears as
any other objects in the process. No specific information
unique to the problem of ear detection is typically utilized,
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leading to suboptimal detection performance.
To address this gap, we present in this paper a novel

approach to ear detection that in addition to ear appearance
also relies on contextual information to boost performance.
Specifically, the proposed approach models the anatomy
of the human head and incorporates information about the
location of facial parts into the ear detection procedure. As
a result, additional constraints are taken into account during
the detection/segmentation step, which contributes towards
improved performance. The detection framework, called
Context-aware Ear Detection Network (ContexedNet), falls
into the group of segmentation–based approaches discussed
above and exhibits the following characteristics:

� Pixel-level detection: Competing detection models typi-
cally return only a bounding box of the ear region and
often assume that a single ear is present in the im-
age [6], [7]. ContexedNet, on the other hand, produces
pixel–level segmentation masks of an arbitrary number
of ears and, hence, is more general and works under
minimal assumptions.

� Specificity and robustness: ContexedNet is conditioned
on information about face–part locations and is, there-
fore, designed specifically for the problem of ear de-
tection - not general object detection. As demonstrated
in the experimental section, the proposed model also
ensures better robustness to challenging imaging con-
ditions, which makes it applicable in ear recognition
systems operating in unconstrained settings.

� Modularity: ContexedNet consists of two main compo-
nents: i) a context–provider that extracts information on
facial part locations from the given input images, and
ii) a segmentation model that integrates the extracted
information into a context–aware detection procedure.
In this work, both components are implemented with
recent CNN models from the literature. However, the
proposed contextualization is model agnostic and can
be implemented with any model with suitable char-
acteristics. ContexedNet can, therefore, be expected
to further improve with future advancements in either
face–part detection or semantic image segmentation.

To demonstrate the applicability of ContexedNet for ear
detection1, experiments are conducted on the AWE [1] and
UBEAR [18] datasets and comparisons with competing
methods from the literature are presented. Experimental
results show that ContexedNet achieves state–of–the–art
performance on all experimental datasets, but also that the
proposed contextualization is beneficial and helps to im-
prove the performance of different baseline (segmentation)
models.

In summary, the main contributions of this paper are:

1Note that the term detection is used in this paper to refer to the detection
of the region–of–interest (ROI) in the ear image and corresponds to a
segmentation task when used in the context of ContexedNet. We note that
in the computer vision literature the term is typically used to describe
bounding box detection tasks.

� A novel framework for ear detection, called Contexed-
Net, that incorporates contextual information into the
detection procedure by modeling human head anatomy
and (implicitly) constrains ear detection results to the
vicinity of predefined facial parts.

� A model contextualization procedure that forms the
basis for ContexedNet and can be used in related
problem domains and with different base/backbone
models.

� A comprehensive experimental assessment and analy-
sis of the proposed framework and contextualization
procedure as well as a rigorous comparative evaluation
with existing state-of-the-art techniques. To ensure
reproducibility of the reported results, all code and
models are made publicly available2.

The rest of the paper is structured as follows: In Section II
relevant prior work is discussed. In Section III ContexedNet
is introduced and its main characteristics are elaborated
on. The experimental evaluation of the proposed detection
model is presented in Section IV. The paper concludes with
a summary of the main findings and directions for future
work in Section VI.

II. RELATED WORK
A considerable amount of prior work addressed the problem
of ear detection, as summarized by recent surveys on this
topic [2], [3], [19]. This prior work can in general be divided
into three main groups: i) image–processing techniques,
ii) learning–based methods, and iii) deep–learning models.
Details on the three groups are given below.

A. IMAGE–PROCESSING TECHNIQUES
Techniques from this group rely on the low–level image–
processing operations that try to highlight edge information,
identify shapes or match ear characteristics to predefined
ear templates in either the original pixel domain or some
transformed space [20]–[23]. A common characteristic of
this group of techniques is that they are computationally
simple, rely on relatively strong assumptions (e.g., presence
of one ear, full profile image input, etc.) and often degrade
in performance when applied in challenging imaging con-
ditions, where large variations in ear appearances can be
expected.

Arbab–Zavar and Nixon [20], for example used the
Hough transform to identify elliptically shaped regions that
correspond to ears in the input images. A conceptually
similar approach was later also described by Prajwal et al.
in [21]. In [22], [23], the Canny edge detector was used to
extract edges from ear images and the curves corresponding
to the outer helix of the ears were used as features to
identify ear regions in images. An approach based on the
distance transform and template matching was introduced
by Prakash et al. [24]. The same authors also proposed
solutions that analyzed graphs constructed from an edge

2http://awe.fri.uni-lj.si/ [After review!]
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map of the ear image [25], [26] and an approach relying on
skin–color filtering [27]. In [28], a detection technique based
on the image ray transform was proposed. The transform
first highlights the tubular structures of the ear and later
exploits the highlighted structures for ear detection. Relevant
techniques from this group also include [29], [30].

As can be seen from the above discussion, early ear
detection techniques tried to model visual ear characteris-
tics explicitly and use the modeled characteristics for the
detection procedure. The approach proposed in this work
is similar to the surveyed techniques in that it also tries to
exploit visual ear characteristics for detection, but instead of
using hand–crafted approaches to do so, it learns relevant
characteristics for ear detection directly from the training
data, leading to better overall detection performance.

B. LEARNING–BASED METHODS
The second group of techniques relies on learning–based
methods for ear detection. Techniques from this group
treat ear detection as a classification problem, where im-
age patches sampled from the input images are typically
classified into one of two classes: ears and others ob-
jects. Learning–based methods represent an evolution of
image–processing based techniques that shifted in focus
from designing descriptive features to designing efficient
classification models for ear detection. Techniques from this
group typically result in better performance than image–
processing methods and are capable of handling a wider
range of appearance variability, but require a considerable
amount of data for training [31], [32].

Islam et al. [33] proposed an AdaBoost–based approach
to ear detection that falls into this group of methods. The ap-
proach, inspired by the seminal Viola–Jones algorithm [34],
relies on low–level Haar features for image (or patch)
representation and a cascaded Adaboost classifier for the
detection. An improved version of the approach was later
presented by Abaza et al. in [35] and also by Liu and Liu
in [36] where a skin color model was incorporated into
the detection procedure, to further improve performance. A
variation of the same idea was also discussed in [37].

Our detection approach is similar conceptually to
learning–based models in that it also aims to learn a classi-
fier (though at the pixel–level) that is capable of identifying
image pixels that belong to ear regions. However, it relies on
a more recent class of machine learning models (i.e., CNNs)
that are able to exploit more descriptive image features (and
not only low–level texture descriptors) and consequently
handle a wider range of image variability.

C. DEEP–LEARNING MODELS
Most recent ear detection techniques from the literature
rely on deep learning. While in essence, this group is
also learning–based, the main difference with the group,
discussed in the previous section, is in the way the detection
problem is approached. While learning–based methods use a
separate stage for feature extraction (or data representation)
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FIGURE 1: Standard object detection frameworks model
(spatial) context through a multi-scale analysis, as shown on
the left. ContexedNet uses a different strategy and exploits
information about face part locations to model context, as
illustrated on the right. Note how the face parts precondition
the location of the ear region. The figure is illustrative and
best viewed in color.

and patch classification, and typically utilize manually engi-
neered or hand–crafted features for detection, deep learning
models jointly learn image features as well as a classifier
for detection in an (usually) end–to–end manner.

Zhang and Mu [7], for example, proposed an ear detection
approach based on Faster Region-based Convolutional Neu-
ral Networks (Faster R-CNNs). The model built on advances
in the domain of general object detection and was shown
to ensure highly competitive results on the UBEAR [18]
and UND dataset (J2 Collection) [38]. Another conceptually
similar approach was later presented by El–Naggar et al.
in [39] and again demonstrated the power of the Faster R-
CNN framework for ear detection.

Tomczyk and Szczepaniak [40] presented a solution
for ear detection based on geometric deep learning. The
proposed model allows for the application of CNNs on
graphs and defines convolutional filters with the use of
Gaussian mixture models (GMMs). Based on this concept,
the authors design a competitive detection framework that
exhibits considerable robustness to rotations (i.e., it is rota-
tion equivariant) as well as other desirable characteristics.

Raveane et al. [41] described a CNN-based approach to
ear detection that utilizes a multi–path model topology and
detection grouping to identify ear regions in the images. The
main idea behind this approach is to look for ears at multiple
scales akin to the contextual modules used in modern object
detection frameworks, such as [42], [43], with the goal of
improving detection performance. A similar idea was also
explored by Kamboj et al. in [6], which applied generic
object detection models with contextual modules for the task
of ear detection. These works are related to the approach
proposed in this paper in that they also exploit contextual
information (multi–scale view of ears), but they rely on
conceptually different approaches within standard detection
frameworks. CentexedNet, on the other hand, builds on
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