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Abstract Ear recognition has seen multiple improvements in recent years and still
remains very active today. However, it has been approached from recognition and
detection perspective separately. Furthermore, deep-learning-based approaches that
are popular in other domains have seen limited use in ear recognition and even more
so in ear detection. Moreover, to obtain a usable recognition system a unified pipeline
is needed. The input in such system should be plain images of subjects and the
output identities based only on ear biometrics. We conduct separate analysis through
detection and identification experiments on the challenging dataset and, using the best
approaches, present a novel, unified pipeline. The pipeline is based on convolutional
neural networks (CNN) and presents, to the best of our knowledge, the first CNN-
based ear recognition pipeline. The pipeline incorporates both, the detection of ears
on arbitrary images of people, as well as recognition on these segmented ear regions.
The experiments show that the presented system is a state-of-the-art system and, thus,
a good foundation for future real-word ear recognition systems.
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Večna pot 113, SI-1000 Ljubljana, EU
e-mail: {ziga.emersic, peter.peer}@fri.uni-lj.si

Janez Križaj · Vitomir Štruc
Laboratory of Artificial Perception, Systems and Cybernetics,
Faculty of Electrical Engineering,
University of Ljubljana,
Tržaška cesta 25, SI-1000 Ljubljana, EU
e-mail: {janez.krizaj, vitomir.struc@fe.uni-lj.si}

1

Peter Peer
Do not disseminate - for your personal use only!
This is the submitted version, final version can be obtained on 
https://www.springer.com/in/book/9783030029999 !�
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1 Introduction

General recognition pipelines based on specific biometric modalities consist of de-
tecting and segmenting appropriate parts and then performing analysis of the detected
regions to distinguish subjects and identify them. The detection or segmentation of
images is therefore a necessary step towards biometric-based person recognition. Fur-
thermore, obtaining good detection results and segmenting regions of interest directly
impacts the recognition system’s performance. Despite ear biometrics domain’s large
improvements in the recent year and increased popularity there are, to the best of our
knowledge, still no deep-learning-based ear recognition pipelines. However, treated
separately, there have been contributions in ear detection and ear recognition, such
as [10, 20, 25, 26, 28, 29, 41]. This is expected, since ear biometrics offers numerous
application possibilities in forensics, security and surveillance [2, 36]. As far as ear
recognition by itself goes, the proposed approaches in literature range from geometric
and holistic techniques [3,11] to more recent descriptor- [14,15, 51, 54, 61] and deep-
learning-based [25, 26, 28, 35, 85] methods. While, descriptor-based methods have
dominated the field over the last years, research is moving away from these methods
and is now focusing increasingly on deep-learning-based models, which recently
brought about considerable advancements in various areas of computer vision and
beyond.

However, overall the field of ear biometrics still lags behind the research of other
biometric modalities, such as faces or fingerprints. Recent surveys on ear recognition
attribute this fact to the lack of efficient detection techniques, which are capable
of determining the location of the ear(s) in the input images and represent a key
component of automatic ear recognition systems [2, 36, 62]. In fact, the authors of
a recent survey [36] argue that the absence of automatic ear detection approaches
is one the most important factors hindering a wider deployment of ear recognition
technology.

Despite the progress in the area of ear detection over the recent years, most
of the existing work is limited to laboratory-like settings and controlled image
acquisition conditions, where the appearance variability of ear images is limited and
not representative of real-world imaging conditions [62], with some exceptions [29].
In unconstrained settings, on the other hand, ear detection is less well explored and
remains challenging due to appearance changes caused by shape, size, and color
variations, occlusions by hair strains or accessories and imaging conditions, which
often vary due to different illumination and viewing angles. The problem of ear
detection has only recently been considered [29]. The main shortcoming of [29] is
bad detection performance under bad conditions, the approach in some cases fails
completely. Furthermore, even when ears do get detected, the detected regions are
not always accurate.

In this chapter, the performance of ear detection is improved upon, by using
RefineNet [52] as opposed to the previous state-of-the-art ear detection that was
achieved using PED-CED architecture [29]. The detection part is joined up with
the ResNet as the recognition part, resulting, to the best of our knowledge, in the
first ever CNN-based ear recognition pipeline. This is important, since it enables
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Fig. 1: Diagram of the proposed unified ear recognition pipeline. The inputs are
arbitrary images of subjects (1), the output of the pipeline are identities based only
on ear biometrics (5). Ear detection (2) is performed on images of subjects, which
outputs cropped ear images (3) that serve as the input into ear recognition step (4
and 5).

ear recognition on plain, untreated images of subjects, without any preprocessing. A
diagram of the proposed pipeline that predicts identities solely on ear biometrics, is
shown in Fig. 1.

To summarize, the following contributions are presented in this chapter:

• a novel ear recognition pipeline based on a convolutional neural network that
performs detection of ears, as well as recognition and works well on image data
captured in completely unconstrained settings,

• an improvement upon the previous best ear detection approach,
• a detailed analysis of the proposed techniques for detection and recognition

separately, as well as joint analysis.

The rest of the chapter is structured as follows. In Section 2, we overview the
related work from ear detection and ear recognition perspective. In Section 3, the pro-
posed deep pipeline is described. In Section 4, experiments and results are presented.
In Section 5, conclusions and future work is described.



4 Žiga Emeršič, Janez Križaj, Vitomir Štruc, and Peter Peer

2 Prior Work

In this section, state-of-the-art approaches to ear detection and ear recognition are
presented. A brief description of the approaches is provided to establish a foundation
for the work presented in the continuation of this chapter. Although detection and
recognition in this part are treated separately, the joint pipeline performs both.

2.1 Ear Detection

In this section, the most important techniques for ear detection are surveyed with
the goal of providing the reader with the necessary context for our work. A more
comprehensive review on existing ear detection approaches (from 2D as well as
3D imagery) can be found in recent surveys on this topic [62, 69] and our previous
work [29], where also a CNN-based PED-CED approach for pixel-wise ear detection
was presented. The main discrepancy of earlier works is inability to detect ears in
a pixel-wise fashion under variable conditions. The approaches that manage that,
such as [29], still lack high accuracy rates. Furthermore, approaches for ear detection
mainly stand on their own with no direct applications to ear recognition.

Comparing existing approaches among each other is often difficult, since no
standard benchmarks and evaluation methodology exists for ear detection. Authors
typically report different performance metrics and rely on self compiled evaluation
protocols in their experiments – even when same datasets are used. Furthermore,
since face detection is commonly assumed to have been used on the images before
ear detection is performed, the term ear detection is typically used interchangeably
with ear localization or even ear enrollment.

One of the earliest groups of approaches towards ear detection consists of fitting
ellipses to the possible ear candidates using the Hough Transform [5]. In [4, 7], the
Canny edge detector is used to extract edges from ear images and the ears outer
helix curves are used as features for the localization process. In the work of [46], a
cascaded-AdaBoost-based ear detection approach is proposed. Another approach to
ear detection based on the distance transform and template matching is proposed
in [70]. In [71], the connected component analysis of a graph constructed using the
edge map of the image and then the regions are bounded by rectangles. In [72], the
same authors, Prakash et al., approach the ear detection problem by segmenting
skin-colored regions.

Haar features arranged in a cascaded Adaboost classifier, better known as Viola-
Jones [82], are used in [1] for ear detection. The authors manually annotate the
UND-F [57], UMIST [80], WV HTF [1] and USTB [27] datasets with rectangles
around ears and use the annotated data for training and testing. This approach is
capable of handling a wide variety of image variability and operating in real-time.
The work is interesting since Viola-Jones detection was very popular prior 2012
and the rise of deep-learning approaches. In [21], an approach based on image ray
transform is used, which highlights the tubular structures of the ear as an enrollment
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technique. The approach presented in [67] makes use of the edge map of the side
face images. An edge connectivity graph build on top of the edge map serves as the
basis for ear candidate calculation.

A case of geometrical approach to ear detection was presented in [84] with the
approach named HEARD. This ear detection method is based on three main shape
features of the human ear: the height-to-width ratio of the ear, the area-to-perimeter
ratio of the ear, and the fact that the ear’s outline is the most rounded outline on the
side of a human face. To avoid occlusions caused by hair and earrings, the method
looks for the inner part of the ear instead of the outer part. The ear detection algorithm
proposed in [64] uses texture and depth information to localize ears in profile-face
images and images taken at different angles. Details on the ear surface and edge
information are used for finding the ear outline in an image. The algorithm utilizes
the fact that the surface of the outer ear has a delicate structure with high local
curvature. The ear detection procedure returns an enclosing rectangle of the best ear
candidate.

In [37], Ganesh et al. present a method called Entropic Binary Particle Swarm
Optimization (EBPSO), which generates an entropy map, which together with back-
ground subtraction is exploited to detect ears in the given face image. Prajwal et
al. [19] propose an ear detection approach that relies on the entropy-Hough transform.
A combination of a hybrid ear localizer and an ellipsoid ear classifier is used to
predict locations of ears. Sarangi et al. [75] present a new scheme for automatic
ear localization relying on template matching with the modified Hausdorff distance.
The benefit of this technique is that it does not depend on pixel intensities and that
the template incorporates various ear shapes. Thus, this approach is reported to be
invariant to illumination, pose, shape and occlusion of the ear images.

In the majority of cases, authors evaluate their approaches on the USTB [27], UND
dataset [57], Carreira-Perpinan dataset [17], CMU PIE [76], Pointing Head Pose [38],
FERET [65], UMIST [80], XM2VTS [55] dataset and on the IITK dataset [69].
Arguably, in many cases these dataset are not challenging enough and not applicable
to the real-life scenarios. Similarly to other fields in computer vision, and nonetheless
ear recognition, deep-learning based approaches are starting to emerge and present
new state of the art. In [29] for example a novel, modified SegNet architecture for a
pixel-wise ear detection is applied to ear detection.

2.2 Ear Recognition

Ear recognition has seen in recent year even more imperative contributions as ear
detection. Only a couple of years ago descriptor-based recognition techniques were
the state-of-the-art in this field [2, 36, 62], recently deep-learning-based approaches
prevail [25, 35, 41]. This is on pair with other biometric modalities, where the
biometric domain shifted towards deep learning. Nevertheless, these two groups of
techniques approach the ear recognition in fundamentally different ways.
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Descriptor-based techniques, for example, extract information from local im-
age areas and use the extracted information for identity inference. As emphasized
in the recent survey [36], two groups of techniques can in general be considered
descriptor-based: i) techniques that first detect interest points in the image and then
compute descriptors for the detected interest points, and ii) techniques that compute
descriptors densely over the entire images based on a sliding window approach (with
or without overlap). Examples of techniques from the first group include [6, 16] or
more recently [68]. A common characteristic of these techniques is the description
of the interest points independently one from the other, which makes it possible to
design matching techniques with robustness to partial occlusions of the ear area. Ex-
amples of techniques from the second group include [12,18,50,83]. These techniques
also capture the global properties of the ear in addition to the local characteristics,
which commonly result in a higher recognition performance, but the dense descriptor-
computation procedure comes at the expense of the robustness to partial occlusions.
Nonetheless, recent trends in ear recognition favor dense descriptor-based techniques
primarily due to their computational simplicity and high recognition performance.

Deep-learning-based methods, on the other hand, typically process the input
images in a holistic manner and learn image representations (features, descriptors)
directly from the training data by minimizing some suitable loss at the output of
the recognition model. The most popular deep-learning models, CNNs, commonly
process the data through a hierarchy of convolutional and pooling layers that can be
seen as stacked feature extractors and once fully trained can be used to derive highly
discriminative data representations from the input images that can be exploited
for identity inference. While these representations commonly ensure formidable
recognition performance, the CNN-training procedure typically requires a large
amount of training data, which may not always be available and is not needed
with descriptor based methods. In the field of ear recognition, deep-learning based
methods are relatively new [25,26,28,35,60,85], but are already outperforming local
descriptor based methods [30, 34, 35, 79].

3 Deep Ear Recognition

In this section, the ear recognition pipeline based completely on deep learning models
is presented. First, the overall structure of the pipeline is described, followed by
the details of the detection and recognition parts. Second, the characteristics of the
pipeline in comparison to existing approaches is discussed.

3.1 Proposed pipeline overview

A block diagram of the proposed pipeline is shown in Fig. 2 and a more detailed
diagram with each step described is shown in Fig. 3. Arbitrary images of subjects
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Fig. 2: A block diagram of a general ear recognition pipeline at the top, and the
pipeline presented in this chapter at the bottom.

serve as the input into the pipeline. RefineNet-152 [52] is used in the first part of the
pipeline for extracting ear images. The model produces maps of detected ear regions
on the supplied input images of subjects. Images are resized to a fixed dimensions
480×360 prior inputting them into the network. In the detection post-processing step,
all but the largest detected regions are removed. The single remaining region serves as
the basis for cropping the ear out of the originally sized images. The reason only one
ear is kept (and preferably the pipeline is supplied with only one-eared-images) is that
there are no issues regarding the identity when preparing the evaluation. However,
researchers are free to lift this limitation, since the pipeline is capable of detecting
multiple ears, as illustrated in Fig. 3.

These extracted ear images are then fed into the recognition network – ResNet-152
without the last fully-connected layer. The output are feature vectors and are used
the same way as any traditionally prepared feature vectors. This way the pipeline is
able to predict identities on data and identities the trained models have never seen
before. This is the so-called open-set prediction. The produced feature vectors are
compared using χ2 distance measure. However, this distance comparison could be
replaced by some other approaches such as [60].

After the acquisition of these distances identification experiments are performed.
Results are reported through rank scores and plot cumulative match curves (CMC).
These measures are described in more detail in Section 4.2. The identification mode
means that for each sample a prediction is made to which class the sample belongs.
This is opposed to verification experiments, where for each sample we only predict
whether it belongs to the observed class or not, and typically report equal error rates,
verification rates etc. and also typically visualize results using Receiver operating
characteristic (ROC) curves [36].

RefineNet and ResNet-152 were selected for the CNN-based ear recognition
pipeline based on their superior performance reported in literature [40, 43, 44, 53, 81].
Furthermore, ResNet despite its superior performance compared to e.g. VGG, even
in its deepest implementation, contains fewer parameters needed to set during train-
ing [42]. Both architectures are described Section 3.2 and Section 3.3, respectively.
However, the reader is refered to [30] to see performance evaluation also for some
other CNN architectures, such as SqueezeNet and VGG.
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Input images are of an arbitrary size and
content. The only requirement is that each one
contains an ear of the subject for recognition.
There can be more than one ears, however the
subject's ear intended for recognition needs to
be the largest among all the ears in the image.

All images are resized to 480x360 in order to
satisfy RefineNet's requirements that deduce
directly from its architecture.

The resized images are fed into the RefineNet.
The output of this step are blobs of regions
where ears are presumably located.

In this postprocessing step small regions are
removed and only the largest is kept. The goal
of this step is the limitation of possible
identities to the largest detected ear area.

Bounding box is fitted over the previously
detected region. However, the map is not
directly overlaid over the resized 480 x 360
image that was fed into the RefineNet, but is
instead resized to the size of the original
subject's image size, then overlayed and the
ear is cropped based on the bounding box.

In this step tightly cropped ear images are
acquired. This is important since researchers
can plugin their own ear recognition
approaches if needed. In this pipeline,
however, ResNet152 is used as the ear
recognition model.

[ The diagram continues on the next page. ]



Deep Ear Recognition Pipeline 9

Extracted
ear

images

Resizing
all images
to a fixed

sized 

ResNet-
152

feature
extraction 

Compa-
rison of
feature
vectors 

Selection
of the

identity

Output

R
EC

O
G
N
ITIO

N

Ear images that were output by our detection
step are used here as the input.

All images are resized to 227x227 in order to
satisfy ResNet152's requirements that deduce
directly from its architecture.

The resized images are fed into the ResNet
152. However, because the last layer is cut,
the output here are feature vectors and not
confidence values for each identity.

Here, all extracted feature vectors are
compared and distances are calculated using
chi2 distance measurement.
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curves.
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Fig. 3: A diagram of the unified pipeline. The detection part of the pipeline (in blue)
is assembled mainly from RefineNet detector and the recognition part of the pipeline
(in green) is assembled mainly from ResNet-152. The inputs are arbitrary images of
subjects, the outputs are the subjects’ identities.
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3.2 Ear detection with RefineNet

The ear detection part: The goal of this first part of our pipeline is to extract ear
images. These images contain tightly cropped areas of ears. With this criteria satisfied
there is as small amount of non-ear biometric data as possible. The steps of detection
are described in the first part of the Fig. 3. The experiments were set up with the
requirement that only one ear per image is recognized. Although the pipeline is
capable of dealing with multiple ears, this limitation was set, as already emphasized,
in order to guarantee the correct experimental evaluation. However, the pipeline is set
in such a way, that this limitation can be lifted, and all the detections from RefineNet
can be freely used.

RefineNet: a generic multi-path refinement network that explicitly exploits all
the information available along the down-sampling process to enable high-resolution
prediction using long-range residual connections [52]. This is enabled by fusing
high-level features with low-level features. Combining such coarse and fine features
results in a high-resolution maps of features, where both large-scale locations and
fine details are captured well.

In its core, RefineNet is exploits ResNet as building blocks. In its multipath
architecture ResNet is split into four blocks and directly onto each output a RefineNet
unit is plugged on. One such block is illustrated in Fig. 4 and it consists of (from left
to right respectively):

• Residual Convolution Units (RCU), which are simplified versions of the original
ResNet’s convolution unit.

• Multi-Resolution Fusion, which fuses multiple inputs into a high-resolution map.
• Chained Residual Pooling, which uses a high-resolution map to capture back-

ground context.
• Output convolutions to introduce non-linearity to the fusions of feature maps.

...
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Fig. 4: Illustration of the RefineNet architecture [52].
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3.3 Ear recognition with ResNet

The recognition part: In the recognition part, the extracted ear images are used
to deduce information about the identity of the person. However, during training
the whole architecture is used nevertheless, to produce confidence values for each
identity. During testing and final prediction the last fully-connected layer is removed
in order to produce the aforementioned feature vectors. Images of ears from the
previous step, the RefineNet detection part, serve here as an input for feature vector
calculation. Each step of the recognition part of the pipeline is described in the second
part of the Fig. 3.

ResNet: a member of the so-called Deep Residual Networks [42], meaning it
consists of many stacked Residual Units. Instead of learning unreferenced functions,
here the layers are reformulated as learning residual functions with reference to
the layer inputs. Authors show that these residual networks are easier to optimize,
and can gain accuracy from considerably increased depth as compared to VGG or
AlexNet. The most obvious difference between these residual networks compared to
e.g. VGG is in its shortcut connections, typical for residual learning building blocks,
as illustrated in Fig. 5.

The identity shortcuts can be used directly when the input and the output are of
the same dimensions. Otherwise there are two possibilities: zero padding the data or
performing a 1×1 convolution. In the latter case, however, the number of trainable
parameters is increased and thus the footprint of a model. The authors report that
using identity shortcuts without introduction additional parameters improves the
training performance.
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Fig. 5: Illustration of the ResNet’s bottleneck building block at the top, a section of
residual network at the bottom, where each box presents a convolution and n-values
go from 64 through 128 etc. Note that number of convolutions within one section is
not always 8. For the full architecture the reader is referred to to [42].
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3.4 Characteristics

The pipeline consists solely of CNNs. Everything is set by training from the data.
Furthermore, both RefineNet and ResNet-152 present state-of-the-art from the field of
detection and recognition, respectively. The presented ear recognition pipeline is one
of the few available pipelines for ear recognition, and to the best of our knowledge,
the only CNN-based one. The pipeline is capable of handling new identities without
retraining.

Covariate analysis of comparing performance of images of specific characteristics
is not reported in this chapter (such as [32]), however, visual inspection can reveal
that the pipeline is robust to bad illumination conditions, high degrees of which the
images were taken and, at least the detection part, high levels of occlusions. The
reason lies in the way RefineNet and ResNet acknowledge data. In the traditional
approaches, knowledge of how to describe and how to respond to data specific for
the domain is embedded by the expert’s knowledge that is developing the system.
This is in direct opposition to approaches based on convolutional neural networks,
where no such prerequisites are set. Instead, the models themselves deduce what is
important according to the data supplied during the training stages. And since the
training data is comparable with the test data (as far as difficulty goes), it is expected
that the models pickup and deduce what is important and what it is not. Without
dwelling excessively into the experiments, a speculation can be made that the higher
performance scores of both recognition and segmentation could be attributed to these
described robustness factors.

One of the major characteristic of these CNN-based approaches compared to the
more traditional dense-descriptor-based is the fact that due to their self adaptation
during training stages, they learn to use parts that are important for recognition and
ignore the rest. This is important, since, under correct training this makes them robust
to occlusions or otherwise missing data. Traditional dense approaches on the other
hand, while providing relative high success rates and computational simplicity, suffer
from these characteristics.

Another important characteristic connected with prediction models is the footprint
of the models. While ResNet-152 was selected for the pipeline due to its superior
performance, its footprint with model size of over 234.1 MB is larger compared to
the full MobileNet model size of 13.4 MB. Nonetheless, this is still significantly
smaller than e.g. VGG model with size of over 500 MB (depending on the variation).

4 Experiments and Results

In this section, the performance of the proposed ear recognition pipeline is evalu-
ated. Experiments highlight the main characteristics of both the ear detection and
recognition parts. The section begins with a description of the experimental data and
performance measures used to report results. The results are presented separately
for detection and recognition, as well as for the entire ear recognition pipeline. All
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code, data and models are made available publicly to the research community on
the website (http://awe.fri.uni-lj.si) to ensure transparency and reproducibility of the
experiments. In order to display multiple possibilities to the readers, other approaches
are also evaluated and also presented separately.

Detection: In the detection part, three architectures are evaluated: SegNet [9],
PED-CED [29] and RefineNet [52]. The latter is used in the pipeline and is described
in Section 3.2. Here, however, only a brief description of SegNet and PED-CED is
provided. Both SegNet and PED-CED (encoder-decoder architecture) approaches
contain the convolutional encoder-decoder segmentation network as the main compo-
nent for detection. This segmentation network is built around the pre-trained VGG-16
model [77] similarly to [8, 9]. The pre-trained VGG-16 model represents a powerful
deep model trained on over 1.2 million images of the ImageNet dataset [74] (there
are over 14 million images in the whole ImageNet dataset) for the task of object
recognition and is publicly available. It is comprised of 13 convolutional layers inter-
spersed with max pooling layers and is a common choice for the encoding part of
such models. The decoding part of SegNet and PED-CED has a similar (but inverted)
architecture to VGG-16, but instead of max pooling layers contains unpooling layers
that upsample the feature maps generated by the encoders to a larger size.The main
difference of PED-CED compared to SegNet and also its biggest advantage are the
shortcuts connections. Shortcuts are made between the convolutional layers of the
encoder and decoder. Specifically, the feature maps are forwarded from the encoders
composed of blocks of three convolutional layers and concatenate the forwarded
feature maps with the feature maps produced by the convolutional layers of the
corresponding decoder. These shortcut connections are introduced only between a
single convolutional layers of a given encoder block and the corresponding decoder
layer to reduce redundancy as well as the computational burden.

Recognition: For the recognition part of the proposed pipeline, seven descriptor-
based techniques and 7 CNN-based approaches are evaluated. The latter seven, are
based on two architectures: MobileNet [45] and ResNet [42]. ResNet was selected
due to its superior performance in literature and due to its use in [32], where it was
shown that it outperforms other evaluated architectures. MobileNet was selected as
a representative of the so-called lightweight architectures [45]. The premise here is
that ear recognition pipeline should work in real life, where speed and small footprint
of the model is important. ResNet was selected for the pipeline and is described
in Section 3.3, here MobileNet is briefly covered. The MobileNet architecture was
developed with mobile and embedded vision applications deployment in mind. This
is also the main reason why it was selected for the evaluation in this work. The archi-
tecture uses two main hyper-parameters that efficiently trade off between latency and
accuracy [45]. These hyper-parameters allow to tweak the size of the model with ac-
cordance with the problem domain and use-case scenarios. In this work an evaluation
of three such versions with different width multipliers is provided. Lower the value,
less parameters there are to train, the more lightweight is the model. Higher the value
(highest being 1), more parameters there are to train, heavier the footprint (space- and
time-wise) of the model. Although, the main goal of our ear recognition pipeline is
the accuracy, the ability to plug-in such a lightweight model may be useful for some
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readers. During the experiments three levels of multipliers were used: 1
4 , 1

2 and 1. For
the descriptor-based methods, a dense-descriptor computation is considered, generat-
ing d-dimensional feature vectors needed for recognition. Specifically, the methods
based on the following approaches are used for the analysis: Local Binary Patterns
(LBPs) [13, 36, 39, 63, 66], (Rotation Invariant) Local Phase Quantization Features
(RILPQ and LPQ) [58, 59], Binarized Statistical Image Features (BSIF) [36, 49, 63],
Histograms of Oriented Gradients (HOG) [22, 23, 36, 63], Dense Scale Invariant
Feature Transform (DSIFT) [24, 36, 50], and Patterns of Oriented Edge Magnitudes
(POEM) [36, 83].

4.1 Dataset and experimental protocol

Ear images from several datasets are used for the experiments. Specifically, the
experiments are performed on images from the latest version of the Annotated Web
Ears (AWE) [36] and the Unconstrained Ear Recognition Challenge (UERC) [35]
as two main sources of data. The final experimental dataset contains 4,004 images
of 336 distinct subjects (with a variable number of images per subject). Because
all images were gathered from the web, they exhibit a large amount of appearance
variability across ear rotations (also in-plane), illumination, age, gender, race, occlu-
sion, and other factors. The outlined characteristics make this dataset one of the most
challenging ear datasets publicly available to the research community. Because the
first (detection) part of the pipeline is based on a segmentation network, manual anno-
tations (at the pixel level) of 1000 images of 100 subjects were used for the training
procedure [29]. Such annotations allow learning segmentation-based ear detectors,
and computation of bounding boxes that are commonly returned by standard ear (and
object) detectors. Additionally, bounding boxes for the whole test set were prepared.

The two main sources of images were the datasets presented in [29, 35]. However,
we not only joined the images, but are also releasing for the first time original images
from which the ear images were cropped out for the UERC competition, with the
annotated locations of ears. This makes the dataset, to the best of our knowledge, one
of the largest and the most challenging datasets freely available for both detection
and recognition tasks. The data is split into two parts:

• Train part: 1804 images of 116 subjects. 1000 images of 100 subjects are avail-
able with pixel-wise annotations of ear locations intended for training ear detec-
tion and segmentation models. These images are already presented in [29]. For
the recognition part, also additional 804 images of 16 subjects are supplied from
the CVL dataset [33].

• Test part: 2200 images of 220 subjects intended for the ear pipeline evaluation.
These images contain bound-box ground truth locations of ears and are not ap-
propriate for training pixel-wise detectors, but nevertheless useful for evaluation
or for use in ear recognition. This makes this dataset a perfect match for the ear
pipeline evaluation.
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All of the data is made freely available on the website (http://awe.fri.uni-lj.si). Some
of the sample images from the dataset are shown in Fig 6.

Fig. 6: Some sample images from the dataset with the corresponding annotations.
The train part of the dataset shown in the top row contains pixel-wise annotations
and the test set in the bottom row contains bounding-boxes. All images are also
subject-annotated, meaning they are useful for recognition tasks as well. The images
in this figures are resized to a fixed resolution to better present them, in the dataset
they are available in the original resolution of different aspect ratios.

Both the detection network architectures and recognition network architecture are
trained on the same train set with some data omitted during training the detection
models, because only 1000 out of 1804 images are pixel-wise annotated. However,
all images in the test set are used for evaluating the whole pipeline. The set contains
annotations of both ear locations and subject identities as described in Section 4.1.
For preliminary results the base train set of 1000 images is split into the true training
data and the validation set with ratio of 3:1 for the detection experiments and 4:1 for
the recognition experiments. The reason for the different ratio for recognition is to
ensure as large amounts of train data for recognition as possible. These findings are
in line with the literature [34], where the authors emphasize the importance of large
amounts of data for CNN-recognition tasks. Especially problematic is a number of
images per class when dealing with recognition problems.

The training of CNNs is conducted as a closed set problem, due to the nature
of CNNs. However, this is not applicable to real life, where it is coveted to predict
identities that the model has never seen before. But using pipeline that would require
CNNs to re-learn is not desirable. Therefore, after training, the last fully-connected
layers from all the recognition networks are cut and used as feature extractors. This
also enabled us to use them on pair with the traditional feature extractors. Note that
this so-called open-set problem is much more challenging, but at the same time
makes our pipeline a suitable foundation for ear recognition that is deployable in
real-life scenarios.

Due to the fact that in the literature many experiments conducted using CNNs
report a closed-set results, in Section 4.3 closed-set results on the validation set are
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reported as well. However, it is important to emphasize that these scores are only for
the readers’ big picture overview – to get a better picture of how well recognition
actually works. For the final scores, readers are referred to the open-set results.
For the detection the following parameters were set experimentally for SegNet and
PEDCED: the learning rate to the value of 0.0001 [78], the momentum to 0.9 [47]
and the weight decay to 0.005 [56]. For the RefineNet the parameters are left to the
default as the preliminary tests showed satisfactory results. The learning rate is set
to 0.00005 for 600 epochs. However, the number of prediction classes was changed
to ear and non-ear. For the traditional feature extractors the default values set in
the AWE Toolbox [36] are used. For the CNNs used for recognition the parameters
shown in Table 1 were set experimentally according to the video memory available
on the Titan Xp GPU and by fine-tuning the hyper-parameters on the training data.
Loss values during training for the detection and the recognition part is shown in
Fig 7.

Table 1: Experimentally set and used parameters for training recognition models.

Learning Rate Batch Size Momentum Weight Decay

ResNet Group 0.01 16 0.85 0.001
MobileNet Group 0.01 32 0.75 0.005
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Fig. 7: Plots of losses for RefineNet shown in (a) and ResNet shown in (b). The
training of RefineNet converges after approximately 250 epochs and the training of
ResNet converges after approximately 15 epochs.

Training of the detection CNNs: SegNet, PEDCED and RefineNet was performed
on randomly initialized weights. Training of the detection models was therefore
done from scratch. Training the recognition CNNs: the group of ResNet models and
the group of MobileNet models was, however, performed after loading ImageNet
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weights. Training of the recognition CNNs was therefore performed as a transfer
learning. The reason for this decision is that preliminary tests showed these two
options are the most promising.

For the detection part of the pipeline RefineNet implementation in Matlab (and
MatConvNet) available online (https://github.com/guosheng/refinenet) is used. For
the SegNet and PED-CED the Caffe framework [29, 48] is used. As a basis for
SegNet, the code available online (https://github.com/alexgkendall/caffe-segnet) is
used and for the PED-CED the implementation from [29] is used. For the recognition
part, for both MobileNet and ResNet, GluonCV (https://gluon-cv.mxnet.io/) is used
because more consistent results are achieved more easily compared to architectures
written in Keras and Tensorflow. For the traditional feature extraction methods AWE
Toolbox [36] is used.

4.2 Performance metrics

For the presentation of the ear recognition pipeline performances on recognition and
detection are reported. The recognition experiments are organized as the identification
problem, whereas the detection is a two-class segmentation problem.

4.2.1 Detection metrics

Five types of measurements are used to report detection scores. The first one, accuracy
is defined as:

Accuracy =
T P+T N

All
, (1)

where T P stands for the number of true positives, i.e., the number of pixels that are
correctly classified as part of an ear, T N stands for the number of true negatives, i.e.,
the number of pixels that are correctly classified as non-ear pixels, and All denotes
the overall number of pixels in the given test image. This accuracy value measures
the quality of the segmentation, but is dominated by the non-ear pixels (i.e., the
majority class), which commonly cover most of the test image. Thus, our accuracy
measure is expected to have large values (close to 1) even if most pixels are classified
as belonging to the non-ear class.

The second performance metric used for our detection experiments is the the
Intersection over Union (IoU), which is calculated as follows:

IoU =
T P

T P+FP+FN
, (2)

where FP and FN denote the number of false positives (i.e., ear pixels classified as
non-ear pixels) and number of false negatives (i.e., non-ear pixels classified as ear
pixels), respectively. IoU represents the ratio between the number of pixels that are
present in both the ground-truth and detected ear areas and the number of pixels in
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the union of the annotated and detected ear areas. As such it measures the quality (or
tightness) of the detection. A value of 1 means that the detected and annotated ear
areas overlap perfectly, while a value of 0 indicates a completely failed detection, i.e.
no detection at all or a detection outside the actual ear area.

The third and the fourth performance metrics reported for our experiments are
recall and precision respectively, defined as:

Precision =
T P

T P+FP
, (3)

Recall =
T P

T P+FN
. (4)

Precision measures the proportion of correctly detected ear-pixels with respect to the
overall number of true ear pixels (i.e., how many detected pixels are relevant), while
recall measures the proportion of correctly detected ear-pixels with respect to the
overall number of detected ear pixels (i.e., how many relevant pixels are detected).

The last reported measure for the experiments is E2, which considers both type-I
and type-II error rates. A lower value of E2 implies better performance and E2 = 0
means maximum precision and maximum recall (i.e., no false negatives and no false
positives). The performance measure E2 compensates for the disproportion in the
apriori probabilities of the ear and non-ear classes [73] and is defined as the average
of the false positive (FPR = FP/All) and false negative (FNR = FN/All) rates, i.e.:

E2 =
FPR+FNR

2
. (5)

4.2.2 Recognition metrics

For the recognition part of the pipeline, identification experiments are performed.
This means that for each sample the subject identity (class) is predicted by selecting
the sample whose feature vector is the closest. If such closest sample belongs to the
same class as the observed sample the classification is regarded as correct. After this
is repeat over all samples rank values can be calculated.

Rank-1 and rank-5 measures are reported, where rank-n means observation of a
top-n set of the closest samples, where n is the number of samples of the observed
class. For the visual inspection, all ranks are plotted – from 1 to the number of classes
in the test set, i.e. 220 into a Cumulative Match-score Curves (CMCs). Based on
this curve, Area Under the CMC (AUCMC) is also reported. The latter gives good
estimate on how well the algorithm orders (classifies) all the samples and not only
for the top one or the top five classes.
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4.3 Evaluation of the ear detection model

The results presented in Table 2 show the superior performance of RefineNet over
the other two approaches, SegNet and PED-CED. This is on pair with literature,
where RefineNet achieved remarkable results [40, 81]. These results were obtained
using subset of train set. The reason for this is, because it is preferable to have a
strict pixel-wise evaluation of all of the approaches before selecting one for the
final ear recognition pipeline. The results show that RefineNet with Intersection
Over Union (IOU) of 84.8% significantly outperforms the second best approach:
PED-CED with 55.7%. However, in order to get a more in-depth view of detection
scores the histograms of IOU metrics shown in Fig. 8 need to be observed. The
distribution scores emphasize one of the largest differences between RefineNet and
the other two – a small number of completely failed detections. Both SegNet and
PED-CED approaches have a significant share of missed detections. This makes a
RefineNet a perfect candidate for the pipeline and is also the approach used in the
final experiments. Furthermore, space- and time-complexity wise these three models
are close, as opposed to traditional feature extraction approaches and CNN-based
approaches for ear recognition evaluated in Section 4.4.

Table 2: Comparison of the pixel-wise detection approaches. The table shows the
average accuracy of the detections (Accuracy), the Intersection Over Union (IOU),
the average precision and recall values and the E2 error measure over the test images.
Standard deviations are also reported for all techniques. The metrics are computed
over 250 test images. Note that all of the approaches were evaluated using strict
pixel-wise annotation.

Approach Accuracy [%] IOU [%] Precision [%] Recall [%] E2 [%]

SegNet 99.2 48.3 60.8 75.9 25.8
PED-CED 99.4 55.7 67.7 77.7 22.2
RefineNet 99.8 84.8 91.7 91.6 7.6

In order to show the typical failures and visually inspect the performance, some
samples are shown in Fig. 9. However, these examples had to be cherry-picked.
Refinenet proved to be really successful. In Fig. 10, arguably some of the most
difficult cases are shown to be correctly detected.

4.4 Evaluation of the ear recognition model

For the recognition results, a two-fold evaluation is presented – preliminary results
on the validation set (closed-set experiments) and the final results on the test set
(open-set experiments). For the test set, two sets of results are presented: results on
the manually cropped ear images and results on the images segmented by RefineNet
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Fig. 8: Histograms for the Intersection-over-Union (IOU) metric for the three evalu-
ated detection approaches. The histograms for the RefineNet approach shows a much
better distribution than the other two approaches with most of the mass concentrated
at the higher IOU values.

Fig. 9: Three examples of failed detections.

in the detection step. The reason is to isolate the effects of detection on recognition
and to evaluate recognition itself as well. The close-set experiments mean that the
identities are shared between the training and the validation set. This means, that
the fully connected layer is used and the final output of the CNN are the identities
prediction. On the open-set however, completely new identities (subjects) are used.
This makes tests like this rigorous, but also useful, as in the real-life deployment,
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Fig. 10: Examples of a successful detections despite being arguably difficult to detect.
The first image contains large ear accessory, the second has large rotation angle,
the third high angle, the fourth image is very dark, the fifth contains protruding ear
accessory and hat on top, the sixth is in grey-scale, has significant angle and a lot of
hair, and the seventh contains large amount of hair covering the ear. Note that these
images were not carefully selected, RefineNet truly proved to be very robust.

retraining the whole network only to perform classification tests is not always a
viable option. However, the final ranking numbers appear to be lower, but arguably
the open-set also presents a much more challenging task.

To capture properties of ear recognition section, also a comparison between space
complexities of the approaches in Table 3 and time complexities of the approaches
measured in milliseconds in Table 4 is made. The latter is, of course, machine-
dependent; using different machine will yield different values. However, relative
differences between the approaches are what is important and should stay the same
across the systems. In Fig. 11, typical samples that achieved high recognition results
and low recognition results are shown. The most problematic samples proved to
be the ones where detection part failed in the first place. However, in samples that
contained correct detections, the ones containing accessories, high occlusions, bad
lightning and high angles proved to be the most problematic, which is on pair with
findings in [31]. In Fig. 11, two samples (images 15 and 16) that contain perturbing
ear accessories are one of the samples that were correctly detected, but still proved to
be problematic for recognition. Images 9-13 do not contain enough (or none at all)
ear biometric data for ear recognition.

4.4.1 Closed-set experimental evaluation

In Table 5, a closed-set results on validation set are shown. Note that these numbers
server as a representation only. Using closed-set protocol in real life applications
is not useful, as this means that during enrollment stage, for each new subject,
recognition CNN models need to be retrained. The final scores are presented in
Section 4.4.2.
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Table 3: Space complexity. The table shows a comparison of all considered techniques
with respect to different characteristics such as the model size, number of parameters
to train, feature vector size, training time and average test time.

Method Model size (in MB) # Parameters to train Feature vector size

BSIF 0 0 9,216
DSIFT 0 0 12,800
HOG 0 0 8,712
LBP 0 0 9,971
LPQ 0 0 9,216
POEM 0 0 11,328
RILPQ 0 0 9,216
ResNet-152 234.1 25,636,712 2,048
MobileNet (1) 19.8 3,347,764 1,024

Table 4: Time complexity. The table shows a comparison of all considered techniques
with respect to different characteristics such as the model size, number of parameters
to train, feature vector size, training time and average test time.

Method Training time (in min) Average test time - per image (in ms)

BSIF 0 8
DSIFT 0 8
HOG 0 4
LBP 0 18
LPQ 0 6
POEM 0 25
RILPQ 0 25
ResNet-152 ∼ 10 7
MobileNet (1) ∼ 2 2

Table 5: Closed-set intermediate recognition results after the training set. RNet
denotes ResNet and MNet MobileNet, respectively.

RNet-18 RNet-50 RNet-101 RNet-152 MNet ( 1
4 ) MNet ( 1

2 ) MNet (1)
Rank-1 [%] 68.1 72.4 72.4 74.6 45.7 50.4 72.8

LBP HOG DSIFT BSIF LPQ RILPQ POEM
Rank-1 [%] 12.5 13.8 11.6 11.2 10.8 10.3 13.8

4.4.2 Open-set experimental evaluation

Table 6 and Figs. 12 and 13 show results on the manually cropped ear images. These
separate results from the combined detection scores serve as a representation of how
well each separate recognition approach works. In Fig. 12, all approaches are plotted
– traditional feature extractors on the left and CNN-based extractors on the right.
The best performing are then compared and plotted in Fig. 13. Here ResNet-152
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Fig. 11: Some selected examples of successful recognitions (first row) and bad
recognition performance (second row). Images 9-11 contain faces that are a cause
of bad detections by RefineNet. Image 12 contains complete mis-detection and is
therefore impossible to use in recognition. Images 13 and 14 are cropped too tightly.
Images 15 and 16 were correctly detected and cropped, but contain protruding ear
accessories, that proved to be challenging for the recognition procedure.

with 92.6% AUCMC and MobileNet (1) with 26.9% rank-1 significantly outperform
traditional feature extraction methods, such as HOG and BSIF with rank-1 of 23.1%
and 21.4%, respectively, although the models have never seen any samples from the
subjects. The only two CNN-based approaches that achieve lower scores compared to
non-CNN approaches are MobileNet ( 1

4 ) and MobileNet ( 1
2 ). Presumably, the reason

for this is that these two architectures do not capture the complexity of ear features in
depth enough. MobileNet (1) and all three ResNet setups do that significantly better.

Table 6: Open-set recognition results using manually cropped ear images.

Rank-1 [%] Rank-5 [%] AUCMC [%]

MobileNet ( 1
4 ) 17.1 36.1 88.0

MobileNet ( 1
2 ) 16.0 38.5 88.5

MobileNet (1) 26.9 50.0 91.8
ResNet-18 24.5 48.5 91.4
ResNet-50 25.9 49.9 92.0
ResNet-101 25.3 50.2 92.1
ResNet-152 26.1 52.8 92.6
LBP 17.8 32.2 79.6
HOG 23.1 41.6 87.9
DSIFT 15.2 29.9 77.5
BSIF 21.4 35.5 81.6
LPQ 18.8 34.1 81.0
RILPQ 17.9 31.4 79.8
POEM 19.8 35.6 81.5
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(a) Traditional feature extractors.
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(b) CNN-based approaches.

Fig. 12: CMC plot in logarithmic scale showing the recognition performance on man-
ually cropped ear images. On the left traditional dense-feature-extraction approaches,
on the right CNN-based.
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Fig. 13: CMC plot in logarithmic scale showing the comparison of recognition
performance on manually cropped ear images. The contrast between the two top
performing traditional feature-extraction approaches, BSIF and POEM, and two
CNN models, ResNet-152 and MobileNet, is big. This difference makes CNN-based
approaches the obvious choice for the pipeline.

4.4.3 Evaluation of the complete pipeline

In Table 7 and Fig. 14 open-set results using RefineNet as an ear detector are shown.
All numbers as expected drop compared to the first case, where manually cropped
images were used. The reason is because RefineNet detections are not completely
accurate and the recognition approaches then need to distinguish subjects using some
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Fig. 14: CMC plot in logarithmic scale comparing the performance of ResNet-152
on annotated ear images vs. ears detected using RefineNet.

arbitrary pieces of information; or in some small number of cases images are missing
all together (failed detections) as illustrated in Fig 9. Furthermore, here traditional
non-CNN-based approaches perform well compared to the CNN-based ones. Rank-1
scores remain high, with BSIF approach even surpassing ResNet. Nevertheless, the
AUCMC scores are still significantly higher for the CNN-based approaches and
arguably this is the indicator showing that the overall performance is still better.

Table 7: Final open-set recognition results using RefineNet as the ear detector.

Rank-1 [%] Rank-5 [%] AUCMC [%]

MobileNet ( 1
4 ) 9.5 24.9 79.5

MobileNet ( 1
2 ) 10.4 25.8 80.7

MobileNet (1) 17.0 35.5 85.0
ResNet-18 16.3 34.6 84.1
ResNet-50 17.5 36.0 84.8
ResNet-101 16.4 36.0 85.1
ResNet-152 18.0 40.0 85.9
LBP 18.0 30.6 78.1
HOG 21.7 37.4 85.6
DSIFT 14.1 27.0 75.5
BSIF 20.1 34.0 79.6
LPQ 17.5 30.4 78.4
RILPQ 16.5 29.7 78.2
POEM 19.2 33.8 79.3
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5 Conclusions

In this chapter, the first freely available, CNN-based ear recognition pipeline is
presented. This joint pipeline makes it possible to use arbitrary images of subjects
taken in an uncontrolled environment and recognize subjects (predict identity) based
only on ears, with no prior knowledge of ear locations. With the use of RefineNet
for the ear extraction from unconstrained images of subjects and ResNet for the
feature extraction, the pipeline achieves state-of-the-art results. RefineNet detection
part achieves 84.8% IOU, when measured with a strict pixel-wise criteria. The
recognition scores with ResNet-152 on a closed set go up to 74.6%. A remarkable
result, considering the difficulty of the dataset with various levels of occlusions,
variable illumination conditions, different poses, different image resolutions etc. On
the open-set 26.1% rank-1 and 92.6% AUCMC are achieved using ResNet-152. The
final scores for the whole pipeline using RefineNet for detection and ResNet-152
for recognition, where the input consists of an arbitrary images of subjects is 18.0%
rank-1 recognition rate and 85.9% AUCMC. The input consists of 2200 images of
220 subjects that both, the detection CNN and the recognition CNN network, have
never seen before. CNN outputs are treated as feature vectors in order to make it
robust towards new identities.

Nevertheless, many possible improvements still remain. One of them is the use of
pixel-wise annotations in the recognition process as well, instead of plainly using
bounding-boxes (cropped ear images). Furthermore, feature extraction process could
further be improved by modifying the CNN architecture, possibly adding shortcut
connections or deepening it. Another possible aspect addressed in the future, as
a part of the pipeline, is accessories-aware ear recognition, where ear accessories
are first detected and then appropriately addressed during ear recognition stages,
making ear recognition more robust. Hopefully this new joint pipeline will help
researchers in the future and help progress the field of ear biometrics even further.
The ear recognition pipeline could also be used as a complement to some existing
face recognition pipelines, making biometric recognition as a whole more accurate
and thus widening the impact of ear detection and recognition.
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34. Emeršič, Ž., Štepec, D., Štruc, V., Peer, P.: Training convolutional neural networks with
limited training data for ear recognition in the wild. In: 12th IEEE International Conference on
Automatic Face and Gesture (FG 2017) (2017)
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